
 

 

  
Abstract—In order to mitigate the data sparsity and cold-start 

problems of recommendation item ratings and more accurately predict 
the ratings of recommended items, according to the characteristics of 
the non-linearity and randomness in recommendation content changes, 
recommended items ratings prediction model based on RBF neural 
network optimized by PSO algorithm is proposed and the parameters 
of RBF neural network are globally optimized by using the proposed 
PSO algorithm. Experimental results show that, compared with the 
state-of-the-art models including the traditional user-based 
collaborating filtering method, the traditional item-based collaborating 
filtering method and RBF neural network model, the proposed RBF 
neural network optimized by PSO algorithm can more accurately 
predict the recommendation item ratings, which has higher prediction 
accuracy and much lower prediction error measured by Root Mean 
Square Error (RMSE), Precision@N and Recall@N. 
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item rating prediction, data sparsity. 
 

I. INTRODUCTION 
he rapid development of Internet triggers the problem of 
information overload. As an important means to solve the 

problem of information overload, the recommendation system 
is widely used in the fields of electronic commerce, mainly 
filtering out the unrelated items to alleviate the burden of users. 
At present, the recommendation system can be roughly 
categorized into the content-based recommendation system and 
the collaborative filtering recommendation system. However, 
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one of the biggest problems existing in the collaborative 
filtering recommendation is that, as most users are not willing 
to provide item rating information or new items do not have 
enough rating data, the clustering effect from similar users is 
poor [1,2]. That is to say, under the inaccurate clustering class 
of similar users, the cross recommendation among users will 
seriously affect the recommendation quality and even produce 
wrong recommendation, ultimately, data sparsity and cold start 
problems are produced. 

Aiming at the above mentioned problems of collaborative 
filtering recommendation systems, many scholars have put 
forward their views from different angles, and have achieved 
good results [3]. For example, reference 4 fused the cosine 
similarity and Pearson correlation with Jaccard similarity 
coefficients method for the accurate measurement of the 
similarity between users. In reference 5, the user's social 
relation is introduced into the recommendation system to 
realize the better recommendation. Reference 6 combined the 
trust relationship between users with the collaborative filtering 
recommendation, utilized the explicit trust relationship and the 
transition of trust relation to calculate the trust degree between 
users, and selected the nearest neighbor based on the strength of 
trust relationship. Reference 7 integrated the matrix 
factorization model with the trust relationship between users, 
exploited the influence and the transitivity of trust relationship 
to map users and items into the same feature space, then the 
preference prediction of users was performed in the feature 
space.  According to reference 8, the personal information of 
users could reflect the user's interest, and put forward adopting 
the user's personal information to complement the user's 
preference. Reference 9 put forward the concept of the same 
scoring matrix from users, based on the similarity between the 
users and the same scoring matrix, the not evaluated items were 
performed the preference prediction 

Motivated by the above observations, we propose a new 
recommended items rating prediction method based on RBF 
(Radial Basis Function) neural network optimized by PSO 
algorithm (short for PSO-RBF). PSO algorithm not only has a 
strong global search capability, but also is easy to be achieved. 
The parameters of RBF neural network optimized by PSO 
algorithm are the global optimal parameters, which can 
overcome the problem of low reliability of RBF neural network 
learning and guarantee that the recommended items ratings are 
more accurately predicted. 
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II.  THE PROPOSED RECOMMENDED ITEMS RATING 
PREDICTION BASED ON RBF NEURAL NETWORK OPTIMIZED BY 

PSO ALGORITHM 
In the following sections, we first introduce particle swarm 

optimization algorithm and RBF neural network described, 
respectively. Then based on RBF neural network optimize by 
PSO algorithm, a PSO-RBF based recommended items rating 
prediction model is presented in detail. Lastly, we reports 
experimental results. 

1. Particle swarm optimization algorithm 
Particle Swarm Optimization algorithm [10] is an 

evolutionary algorithm based on swarm intelligence proposed 
by Kennedy and Eberhart in 1995. In PSO algorithm, the 
feasible solution of each optimization problem is regarded as a 
particle in the search space. Assume that there are N  particles 
in motion in D  dimensional space, ,1 ,2 ,( , )i i i i Dv v v v= 

denotes the velocity vector of particle i , 

,1 ,2 ,( , )i i i i DX x x x=  represents the space position vector of 
particle i . Particle i constantly adjusts its speed and space 
position according to iv  and iX  until it reaches the global 

optimal solution. bestP denotes the optimal solution of particle 

itself and ,1 ,2 ,( , )best i i i DP p p p=  . The optimal solution for 

the population at present is expressed by bestg  and 

,1 ,2 ,( , )best i i i Dg g g g=  . ( )
,1 ,2 ,( , )t t t t

i i i i Dv v v v=  is the 

velocity of particle i  in time t , then the speed of i  in the 
1t th+ −  iteration is expressed as follows: 
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Where w is the inertia factor and its value is greater than 0, 

1c is cognitive learning factor and 2c is social learning factor, 

1c and 2c  are both positive constants, )(rand is a function 
that generates the random number ranging from 0 to 1. The 

velocity value of the particle is in the range of[ ]min max,v v . If 

the velocity of a particle is less than minv or greater than maxv , 
then the velocity value of the particle is set to the corresponding 
threshold value. In the 1t th+ −  iteration, the position of 
particle i  is denoted as shown in Equation (2), 

( 1) ( 1)t t t
i i iX X v+ += +                                               (2) 

During actually utilizing PSO algorithm, if the number of 
iterations reaches the maximum value or the particle finally 
finds the best optimal location in accordance with the minimum 
fitness threshold, then iteration is terminated [11]. 

2. RBF neural network  
In 1998, Broomhead et al. proposed a radial basis function 

based neural network (short for RBF) [12]. Similar with other 
neural networks, RBF neural network has a good local 
approximation, fast convergence and so on. The structure of 
RBF neural network is shown in Fig. 1 as follows:  
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Fig. 1.  Structure of RBF neural network 
From Fig. 1, it can be observed that RBF neural network 

includes input layer, hidden layer and output layer. It is a feed 
forward neural network with the structure of three layers. Input 
layer can achieve the function of simply transferring the input 
data into the hidden layer, hidden layer neurons are able to 
make the input data produce non-linear mapping. 
Subsequently, neurons in the output layer perform linear 
weighted operations towards the nonlinear data output from the 
hidden layer, and ultimately results are output in a linear style. 
As shown in Fig. 1, 1 2[ , , , ]T

nX x x x=  is an n-dimensional 

input vector, 1 2[ , , , ]T
mH h h h=  is a radial basis functions 

used in the hidden layer, which denotes the output of hidden 
layer unit and is usually represented by using the Gauss 
function. The equation is presented as follows,  

2
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 1, 2, ,i m=                              (3) 

In Equation (3), iC  represents the center of the first i th−  

basis function, ib denotes the width of the i th−  basis 

function, and ib  is a number greater than 0. • is the 

Euclidean paradigm, m denotes the number of nodes in the 
hidden layer. 1 2[ , , , ]T

mW w w w=  is the weighted vector of 
RBF neural network. The output of RBF neural network is a 
linear combination of the output of the hidden layer nodes and 
is denoted as,  

1
( ) ( )

q

k ik i
k

y x W h x
=

= ∑                                             (4) 

In Equation (4), 1, 2, ,k q=   and q  is the number of nodes 
in the output layer, ikW represents the connected weights 
between the i th−  node from the hidden layer and the node 
from the output layer. 

From the description on RBF neural network, it can be 
visible that, in the RBF neural network k th− , Gauss basis 

function center vector iC , Gauss basis function width vector ib
, the number of radial basis function center m  and the 
connected weights ikW  between the output layer and the hidden 
layer need to be determined. After determining the above 
mentioned iC , ib  and m , the least squares method can be 

used to directly compute the connected weights ikW  between 

the output layer and the hidden layer. iC , ib  and ikW  
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determine the performance of the whole RBF neural network 
together. 

3. The proposed recommended items rating prediction model 
From the description of RBF neural network, it can be 

concluded that the prediction performance of RBF neural 
network mainly depends on Gauss basis function center vector

i
C , Gauss basis function width vector ib , and connected 

weights ikW  between the output layer and the hidden layer. 
However, the traditional RBF neural network adopts the local 
information based on the parameter space to set the relative 
parameters, and it causes that the values of parameter iC , ib  

and ikw  are the local optimal solutions, not the global optimal 
solutions. Aiming at the above mentioned disadvantages from 
RBF neural network, during the process of predicting the 
changes of recommendation items rating, we make use of PSO 
algorithm to perform the global optimization towards three 
parameters iC , ib  and ikw  in RBF neural network. The 
proposed recommended items rating prediction algorithm 
based on RBF neural network optimized by PSO algorithm 
(short for PSO-RBF) is introduced in detail as follows: 

Step 1: Initialize the particle swarm and neural network. The 
pre-processed recommendation samples are fed into RBF 
neural network for training, and three above mentioned 
parameters iC , ib ,and ikW  are obtained. Parameters iC , ib  

and ikw  are respectively regarded as the initial position of the 
particle, the velocity of the particle and the position vector of 
the particle to form one by one particle.  

Step 2. Compute and evaluate the fitness value of each 
particle. Suppose iv  and iv̂  respectively denote the true value 
and the predictive value of the recommended item rating at a 
certain time. Assume that σ  is the number of training 
examples, Fitness function adpt  is defined to measure the 
merits of the selection parameters and its equation is denoted as 
follows, 

∑
∞

=

−
−=

1

ˆ1
i i

ii

v
vvadpt

σ
                                         (5) 

From Equation (5), it can be represented that the negative 
mean relative error between the true value iv  and the 

predictive value iv̂  of the recommended item rating is regard 
as a measure of the fitness value of each particle. 

Step 3. Update the search position of each particle according 
to the fitness value of each individual, and calculate the 
individual extreme value pbest  and the population global 
extreme value gbest  of each particle. The detailed operations 
are as follows, for each particle, we compare the fitness value of 
each particle with the best position pbest  that this particle has 
ever experienced, if the current fitness value of this particle is 
better, and then the current fitness value of the particle is 
regarded as the current best position pbest . For each particle, 

we compare the fitness value of each particle with the 
population global extreme gbest  that all particles have ever 
experienced, if it is better, and then gbest  is set to the current 
position of the best particle. 

Step 4. Utilizing the characteristics of PSO algorithm, the 
three parameters iC , ib  and ikw  in RBF neural network are 
continuously performed globally optimized. If the iteration 
reaches the maximum number or the mean square error reaches 
the initial setting value, then the particle search is terminated 
and the optimal particle position is output; otherwise returns 
step 3, the iterative optimization is executed repeatedly, until 
the optimal values of the parameters are obtained in RBF neural 
network. 

Step 5. Input the measured data to predict the change of the 
recommended items rating. The decoded value of the best 
position that the swarm has experienced is regarded as the 
structural parameter of RBF neural network, and the decoded 
value is taken into RBF neural network. We utilize another 
group of the recommended items rating to test the trained 
recommended items rating prediction model and the prediction 
efficiency of the recommended items is obtained. 

III. EXPERIMENTAL RESULTS AND VERIFICATION 
In this section, we conduct comparative experiments to 

evaluate the effectiveness and efficiency of the proposed 
PSO-RBF based recommended items rating prediction model. 
Specifically, we aim to answer the following two questions: 

(1) Can the proposed PSO-RBF based recommendation 
method improve the recommendation performance by 
accurately predicting the rating of recommended items?  

(2) Is the proposed PSO-RBF based recommended method 
able to mitigate the cold-start problem for recommendation by 
accurately predicting the rating of items? 

We begin by introducing two real-world datasets, the 
experimental settings and the evaluation metrics we choose, 
then we compare the PSO-RBF based recommendation method 
with the three state-of-the-art baselines to answer the first 
question and we explore the capability of the proposed 
PSO-RBF method in handling the cold-start problem to answer 
the second question. All the algorithms were implemented 
using Java and all experiments were performed on a server 
running Windows Server 2008 with four 3.00GHz CPU cores 
and 12GB memory. In this paper, we exploit the same ordinary 
data structures for all the algorithms and do not consider any 
parallel computation.  

1. Experimental datasets 
We collect two real-world datasets for the comparative 

experiments, among which, one is from the social media 
website Epinions (http://www.Epinions.com) that provides the 
online services for users, users can perform many information 
sharing operations on Epinions, for example, reviewing and 
rating the items, etc. From the originally collected datasets, we 
filter out users who rated few items and also items that received 
less than 10 ratings. The final adopted dataset from Epinions is 
shown in Table 1. 
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Table 1. Statistical information on Epinios Dataset 

 

 
Another dataset is from Movielens, which includes about 

100 million movie rating information that 6,040 users rated the 
3,952 movies with scores from 1 to 5. The statistics of the 
MovieLens dataset is shown in Table 2.  

 
Table 2. Statistical information on MovieLens Dataset 

Dataset Number  
of users 

Number  
of movies 

Number  
of ratings 

MovieLens 6,040 3,952 About 100M 

 
2. Evaluation metrics and experimental setting 
(1) Evaluation Metrics  
Firstly, we adopt the Root Mean Squared Error (RMSE) to 

measure the prediction error. RMSE is defined as follows [13]: 

2

,

1 ˆ( )ij ij
i j

RMSE r r
N

= −∑                                (6) 

Where ijr  denotes the rating of recommendation item j  by 

user i , îjr denotes the corresponding rating predicted by the 

model, and N  denotes the total number of the test set. The 
smaller the value of RMSE, the more precise a 
recommendation is. 

Secondly, ranking a recommendation list is often more 
important than the rating prediction, so we also evaluate the 
algorithms in terms of ranking. To measure the accuracy of 
ranking a recommendation list, we adopt two standard metrics 
Precision@N (denoted by P@N) and Recall@N (denoted by 
R@N). Specifically, we think that a item rating is successfully 
predicted if it is in the recommendation list. P@N defines the 
ratio of successfully predicted item topics to the N 
recommendations, and R@N defines the ratio of successfully 
predicted item topics to the number of item topics to be 
predicted. Generally, P@N and R@N are computed by the 
following equations: 

@ it
N

P N
N

                                                       (7) 

@ it

it it

N
R N

N N



                                               (8) 

Where N  is the number of recommended items, 
it

N  is the 

number of items contained in both the ground truth and the 

top-N results, it
N  denotes the number of items contained in 

the ground truth but not in the top-N results. Note that P@N and 
R@N are the averages of precision values and recall values, 
respectively. We will demonstrate how the performance of 
recommendation models varies with different values of N in the 

following subsection E.  
(2) Experimental Setting 
To investigate the capability of the proposed PSO-RBF 

based recommendation method, for both two datasets Epinions 
and Movielens, we random select 40%, 60% and 80% as the 
training set respectively and the corresponding remaining 60%, 
40% and 20% as the testing set. The random selection process 
is carried out 10 times independently, and the average RMSE 
are obtained. Note that parameters of the proposed PSO-RBF 
based recommendation method are determined via cross 
validation.  

3. Baseline methods 
We compare the proposed PSO-RBF method with the three 

baseline recommendation methods. Specifically, the three 
baseline methods are presented as follows, 

(1) UserCF: UserCF refers to the user-based collaborative 
filtering method and is a memory-based recommendation 
method. UserCF mainly adopts the neighborhood information 
of users in the user-item rating matrix for supporting the whole 
recommendation process. In this paper, we use the cosine 
similarity to calculate user-user similarity. 

(2) ItemCF: ItemCF refers to the item-based collaborative 
filtering method and is also a memory-based recommendation 
method. ItemCF mainly adopts the neighborhood information 
of items in the user-item rating matrix for supporting the whole 
recommendation process. In this paper, we use the Pearson 
correlation to calculate item-item similarity. 

(3) RBF neural network based method: RBF neural network 
is one of the neural networks. About the detailed information of 
RBF neural network, please refer to the above mentioned 
introduction on RBF neural network. 

4. Performance comparisons in terms of RMSE 
To answer the first question referred to in the beginning of 

this section, we compare the proposed PSO-RBF based method 
with the above three baseline methods on two real-world 
datasets. The comparative results are shown in Table 3 on 
RMSE. 

Table 3. Performance comparison on Epinions and Movielens in 
terms of RMSE 

 
 
 
 
 
 
 
 
 
 

From the comparative results in Table 3, we can conclude the 
following observations: In general, under three different 
training sizes, ItemCF method always outperforms UserCF 
method, and compared to other three baseline methods, the 
proposed PSO-RBF based method always obtains better 
performance than other three baseline methods and is more 
robust to the data sparsity problem. These results indicate that 
RBF neural network optimized by PSO algorithm can further 

Dataset Number  
of users 

Number 
of items 

Number  
of ratings 

Epinions 40,163 139,738 664,824 

Dataset Training 
size UserCF RBF based PSO-RB

F based 

Epinions 
40% 1.3240 1.3145 1.2522 
60% 1.3015 1.2803 1.2365 
80% 1.2861 1.2543 1.2190 

MovieLens 
40% 1.2876 1.2654 1.2358 
60% 1.2653 1.2521 1.2180 
80% 1.2430 1.2382 1.1853 
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improve the recommendation item rating prediction 
performance. With the increasing size of the training set, we 
have enough experimental data to train every model and every 
model becomes more stable, hence, the performances of the 
PSO-RBF based method and other three baseline methods are 
all improved on RMSE to some extent.  

Via aforementioned analysis, we can draw an answer to the 
first question that RBF neural network optimized by PSO 
algorithm not only can significantly improve the 
recommendation performance but also can mitigate the data 
sparsity problem in the recommendation systems. In summary, 
the proposed PSO-RBF recommendation method is superior to 
the simple collaborative filtering method, because training 
from RBF neural network optimized by PSO algorithm filtered 
out the rating values with greater evaluation bias. 

5. Performance comparisons in terms of P@N and R@N 
In order to further verify the effectiveness of utilizing PSO 

algorithm to optimize RBF neural network for evaluating 
recommendation lists, through comparative experiments, P@N 
and R@N are utilized to sort the predicted items according to 
the ratings and the values of N are set to 10, 15 and 20, 
respectively. The comparative experimental results are 
presented in Fig. 2, Fig. 3, Fig. 4 and Fig. 5 as follows.  

 

 
Fig. 2.  P@N performance comparison on Epinions dataset (N=10, 15 

and 20 respectively) 

 

Fig. 3.  R@N performance comparison on Epinions dataset (N=10, 15 

and 20 respectively) 

 
Fig. 4.  P@N performance comparison on Movielens dataset (N=10, 

15 and 20 respectively) 
 

 
Fig. 5. R@N Performance comparison on Movielens dataset (N=10, 

15 and 20 respectively) 

We start with discussing the results showed in Fig. 2, Fig. 3, 
Fig. 4 and Fig. 5. The changes of all recommendation models 
with varying recommendation list size on Epinions and 
Movielens are presented. Obviously, for all models, larger 
recommendation list size decreases the precision but increases 
the recall. That is to say, the larger the recommendation list size, 
the lower the precision is and the higher the recall is. This is 
because larger recommendation list size increases the 
probability that a user’s item ranking is hit by one of the 
recommended items. The maximum recommendation list size 
is set to 20, because larger size may affects the effective 
interaction between a user and the item. In addition, when the 
value of N is fixed, our proposed PSO-RBF based 
recommendation approach obviously outperforms UserCF, 
ItemCF and RBF based method in terms of recall and precision. 
We carefully compare the values of P@N and R@N, for 
example, on Epinions dataset, the value of P@10 from the 
PSO-RBF based method is the largest compared with UserCF 
method, ItemCF method and RBF based method in Fig. 2. On 
Movielens dataset, the value of R@10 from the PSO-RBF 
based method is also the largest compared with UserCF method, 
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ItemCF method and RBF based method in Fig. 5. And other 
comparisons about the values of P@N and R@N are also 
similar. This is because predicting the missing ratings of items 
makes the PSO-RBF based recommendation method be able to 
accurately calculate the similarity between items, so as to 
improve the accuracy of the recommendation item ranking 
prediction. Hence, we can conclude that the idea of 
compensation values for items missing rating can improve the 
accuracy of the recommendation lists, and mitigates the data 
sparsity and cold-start problems in the traditional 
recommendation systems to some extent.  

6. Ability of coping with cold-start items 
To answer the second question mentioned in the beginning 

of Section 4, we investigate the capability of the proposed 
PSO-RBF method in handling cold-start problems. In detail, 
similar with the above distribution of the training set and the 
test set, we randomly select 8% items from the training set and 
remove their item ratings from the training set to the test set. In 
this way, these 8% of items do not have any item ratings and we 
consider these 8% of items as cold-start items. The results on 
those training sets with cold-start items are listed in Table 4 for 
RMSE.  

Table 4. Performance comparison on Epinions and Movielens with 
8% cold-start items in terms of RMSE 

Dataset Training 
size UserCF ItemCF RBF-based PSO-RBF 

based 

Epinions 

40% 1.5621 
(-0.2381) 

1.4850 
(-0.1990) 

1.5342 
(-0.2197) 

1.3601 
(-0.1079) 

60% 1.5310 
(-0.2295) 

1.4507 
(-0.1986) 

1.5129 
(-0.2326) 

1.3327 
(-0.0962) 

80% 1.4681 
(-0.1820) 

1.4258 
(-0.1971) 

1.4532 
(-0.1989) 

1.3038 
(-0.0848) 

MovieLens 

40% 1.4670 
(-0.1794) 

1.4460 
(-0.2008) 

1.4603 
(-0.1949) 

1.3520 
(-0.1162) 

60% 1.4192 
(-0.1539) 

1.4076 
(-0.1726) 

1.4136 
(-0.1615) 

1.3201 
(-0.1021) 

80% 1.3830 
(-0.1400) 

1.3651 
(-0.1416 

1.3705 
(-0.1323) 

1.2836 
(-0.0983) 

Note that numbers inside parentheses in Table 4 denote the 
performance reductions compared to the performance without 
cold-start users in Table 3. We analyze Table 4 and compare the 
performance with Table 3 without cold-start items, it can be 
concluded that the performance of all methods degenerates 
when we introduce cold-start items. For example, when 
training size is 80%, RMSE for PSO-RBF based method 
increases up to 1.3038 from 1.2190 in Table 3 on Epinions, that 
is to say, RMSE decreases by 1.2190-1.3038= -0.0848. RMSE 
for PSO-RBF based method increases up to 1.2836 from 1.1853 
in Table 3 on Movielens, that is to say, RMSE decreases by 
1.1853-1.2836= -0.0983. We carefully observe Table 3 and 
Table 4, the performance degeneration of the proposed 
PSO-RBF based recommendation method is much smaller 
compared to the other three baseline methods. These results 
support that the proposed PSO-RBF based recommendation 
method can mitigate cold-start problems for the 
recommendation. In summary, the introduction of cold-start 
items could degrade the recommendation performance and the 

proposed framework is relatively more robust to cold-start 
items by predicting the missing ratings of items. 

 

IV. CONCLUSION 
RBF neural network optimized by PSO algorithm is a 

regularized network and can approach any continuous function, 
which has a strong predictive power. In this paper, RBF neural 
network optimized by PSO algorithm is designed to accurately 
predict the recommended items ratings, which is different from 
calculating the user similarity with the same items’ ratings by 
users in the traditional user based recommendation method. 
Compared with UserCF, ItemCF, and RBF-based method, the 
predictive result of the proposed PSO-RBF based method is 
more accurate. The comparative results also show that the 
PSO-RBF based model has better stability and is relatively 
more robust to cold-start items by predicting the missing ratings 
of items than the existing recommended item rating prediction. 
Our next research work will incorporate the similarity of items, 
the similarity of users and the social relationship among users 
into the PSO-RBF based recommendation model, and construct 
the correlations among the similarity of items, the similarity of 
users and the social relationship among users which further 
improve the accuracy of the PSO-RBF based recommendation 
model. 
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